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COURSE DESCRIPTION CARD - SYLLABUS 

Course name  

Optimization computation methods 

Course 

Field of study 

Automatic control and robotics 

Area of study (specialization) 
Intelligent control systems 

Level of study  
Second-cycle studies 
Form of study 

full-time 

Year/Semester 

1/1 

Profile of study  

general academic 

Course offered in 
Polish 

Requirements  

compulsory

 
Number of hours 

Lecture 

30 

Tutorials 

30 

Laboratory classes 

0 

Projects/seminars 

0 

Other (e.g. online) 

0 

Number of credit points 

5 

Lecturers

Responsible for the course/lecturer: 

Dariusz Horla Ph.D., D.Sc. (Eng.), associate 

professor

Responsible for the course/lecturer: 

     

 
Prerequisites 

[K2_W02 (P7S_WG)][K3_W02 (P7S_WG)] [K2_U01 (P7S_UU)] [K2_K05 (P7S_KO)] 

Course objective 

The aim of this course is to present both theory and optimization methods to the students, giving 

emphasis of applicability of optimization methods to control problems. Theoretical basis is illustrated by 

means of examples, including optimal control problems. 
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Course-related learning outcomes  

Knowledge 

[K2_W1] 

[K2_W8]  

Skills 

[K2_U10] 

[K2_U27]  

Social competences 

[K2_K1]  

Methods for verifying learning outcomes and assessment criteria 

Learning outcomes presented above are verified as follows: 

Lecture: written exam. Tutorials: verification of the ability of students to solve optimization problems 

analytically and by using available software; monitoring progres of studens, exercises accompanied by 

self-study handouts via eKursy; using software enabling to solve presented problems at home.  

Programme content 

Linear programming. Graphical method. Matrix and table simplex methods. Duality in linear 

programming problems. Linear programming in discrete sets. Sensitivity analysis of the simplex method. 

Solving nonlinear problems as sequential linear programming problems. Nonlinear programming 

without constraints, with equality or inequality constraints. Convex optimization. Dual Lagrange 

problem. Iterative methods for single- and multiple-variable problems. Interior point methods for linear 

and quadratic problems. Variational calculus. Minimum principle of Pontryagin. Bellmann's optimality 

principle. Linear matrix inequalities. Multicriteria optimization. Penalty function approach.  

2021 update: examples, using selected optimization methods to optimal control, including tuning of 

controllers.  

Teaching methods 

LECTURE  

pdf slides (figures, photos), with additional information written on the blackboard; lectures 

accompanied by self-studying handouts via eKursy; theory presented with reference to current 

knowledge of students and to practical problems; new subjects preceded by recalling subjects 

connected or known from other lectures 

TUTORIALS 

Sample problems solved on the blackboard; commented solutions of the solved problems by the tutor 

and discussing solutions; numerical experiments. 
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Breakdown of average student's workload 

 Hours ECTS 

Total workload 120 5,0 

Classes requiring direct contact with the teacher 60 2,5 

Student's own work (literature studies, preparation for tutorials, 
preparation for tests/exam) 1 

60 2,5 

 

                                                        
1 delete or add other activities as appropriate 


